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 Perkembangan media sosial telah membawa dampak signifikan terhadap kesehatan mental 

individu. Penelitian ini bertujuan untuk mendeteksi kecenderungan kesehatan mental berdasarkan 

aktivitas pengguna di media sosial menggunakan algoritma Naïve Bayes. Data yang digunakan 

bersumber dari platform Kaggle dan dikumpulkan melalui teknik web scraping dengan kata kunci 

terkait kesehatan mental dan aktivitas media sosial. Proses analisis meliputi data preprocessing, 

klasifikasi menggunakan Naïve Bayes, serta evaluasi performa model dengan pembagian data latih 

dan uji pada rasio 60:40, 70:30, dan 80:20. Hasil penelitian menunjukkan bahwa metode Naïve 

Bayes mampu mengklasifikasikan kecenderungan kesehatan mental dengan akurasi tertinggi 

sebesar 75,17% pada rasio 60:40. Precision dan recall lebih tinggi untuk kategori "Bermasalah" 

dibandingkan dengan kategori "Baik", menunjukkan efektivitas model dalam mendeteksi indikasi 

gangguan mental. Namun, masih terdapat ketidakseimbangan prediksi yang mempengaruhi 

akurasi keseluruhan. Temuan ini menunjukkan bahwa algoritma Naïve Bayes dapat menjadi alat 

bantu dalam deteksi dini kesehatan mental berbasis media sosial, yang dapat digunakan oleh 

praktisi kesehatan dan peneliti untuk merancang strategi intervensi yang lebih tepat. 
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The development of social media has had a significant impact on individual mental health. This 

study aims to detect mental health trends based on user activity on social media using the Naïve 

Bayes algorithm. The data used is sourced from the Kaggle platform and collected through web 

scraping techniques with keywords related to mental health and social media activity. The analysis 

process includes data preprocessing, classification using Naïve Bayes, and evaluation of model 

performance by dividing training and test data at a ratio of 60:40, 70:30, and 80:20. The results 

showed that the Naïve Bayes method was able to classify mental health tendencies with the highest 

accuracy of 75.17% at a ratio of 60:40. Precision and recall were higher for the “Troubled” 

category compared to the “Good” category, showing the effectiveness of the model in detecting 

indications of mental disorders. However, there is still a prediction imbalance that affects the 

overall accuracy. These findings suggest that the Naïve Bayes algorithm can be a tool in social 

media-based mental health early detection, which can be used by health practitioners and 

researchers to design more appropriate intervention strategies. 
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1. PENDAHULUAN  

Kesehatan mental semakin menjadi sorotan di era modern seiring dengan kemajuan teknologi dan perubahan gaya hidup. 

WHO mencatat lebih dari 264 juta orang di dunia menderita depresi, dengan angka yang terus meningkat setiap tahun[1]. 

Pengaruh media sosial dan tekanan sosial yang tinggi dapat memicu kecemasan, stres, hingga depresi jika tidak dikelola dengan 

baik [2]. Namun, stigma terhadap gangguan mental masih kuat, menyebabkan banyak individu enggan mencari bantuan atau 

bahkan tidak menyadari pentingnya kesehatan mental mereka [3]. Oleh karena itu, pemahaman yang lebih dalam serta upaya 

deteksi dini sangatlah penting agar masalah kesehatan mental dapat ditangani sebelum berkembang menjadi lebih serius.Sebagai 

aspek krusial dalam kehidupan, kesehatan mental memengaruhi cara berpikir, perasaan, dan perilaku seseorang. WHO 

menyatakan bahwa memiliki kesehatan mental yang baik memungkinkan individu untuk menyadari potensi diri, mengatasi stres, 

bekerja secara produktif, serta berkontribusi kepada masyarakat [4]. Menninger menambahkan bahwa individu dengan kesehatan 

mental yang baik mampu mengendalikan diri, bersikap empatik, dan memiliki perspektif hidup yang positif [5]. WHO juga 

menegaskan bahwa kesehatan mental adalah bagian integral dari kesehatan secara keseluruhan [6].Sayangnya, kesehatan mental 

sering kali diabaikan, terutama di kalangan Generasi Z. Penelitian American Psychological Association [7] menunjukkan bahwa 

generasi ini lebih rentan mengalami stres, kecemasan, dan depresi dibandingkan generasi sebelumnya [8]. National Alliance on 

Mental Illness melaporkan bahwa hampir satu dari lima orang dewasa mengalami masalah kesehatan mental, menunjukkan 

perlunya perhatian lebih terhadap isu ini [8]. Oleh karena itu, deteksi dini menjadi langkah krusial dalam pencegahan gangguan 

mental. [9] menjelaskan bahwa literasi kesehatan mental mencakup kemampuan mengenali gangguan, memahami faktor risiko, 

serta mengetahui intervensi yang tepat [10].Selain itu, UNICEF memperkirakan bahwa lebih dari satu dari tujuh remaja 

mengalami gangguan mental, sementara hampir 46.000 anak muda meninggal akibat bunuh diri setiap tahun, menjadikannya 

salah satu penyebab utama kematian di kalangan Generasi Z [11]. Dengan demikian, menjaga kesehatan mental dan 

meningkatkan kesadaran akan pentingnya deteksi dini sangatlah krusial, agar Generasi Z dapat menerima intervensi yang 

diperlukan sebelum masalah kesehatan mental mereka menjadi lebih serius.Untuk mengoptimalkan deteksi kecenderungan 

kesehatan mental, berbagai metode klasifikasi berbasis data media sosial telah dikembangkan. K-Nearest Neighbors (KNN), 

Convolutional Neural Network (CNN)[1], dan Forward Chaining[12] merupakan beberapa teknik yang umum digunakan dalam 

analisis sentimen kesehatan mental . 

Berbagai penelitian terdahulu telah meneliti penggunaan metode ini dalam analisis kesehatan mental berbasis media sosial. 

Salah satu studi menerapkan KNN dalam klasifikasi sentimen di Twitter, dengan dataset yang dikumpulkan dari unggahan 

pengguna mengenai kondisi psikologis mereka. Hasil penelitian menunjukkan bahwa dengan nilai K=5 dan rasio data latih 70:30, 

metode ini menghasilkan presisi 60,87%, recall 44,03%, dan akurasi 58,39% [1].Selain itu, metode Forward Chaining digunakan 

dalam sistem deteksi dini kesehatan mental anak berbasis kuesioner Strength and Difficulties Questionnaire (SDQ). Metode ini 

menganalisis berbagai aspek perilaku, seperti gejala emosional, hiperaktivitas, dan perilaku prososial, untuk menentukan 

klasifikasi kesehatan mental [12].Berbagai penelitian tersebut menunjukkan bahwa metode klasifikasi memiliki peran penting 

dalam deteksi kecenderungan kesehatan mental. Pemilihan metode yang tepat dapat meningkatkan akurasi dan efektivitas 

klasifikasi, sehingga mendukung upaya deteksi dini gangguan mental melalui media sosial. 

Untuk mengatasi masalah dalam deteksi kecenderungan kesehatan mental yang berdasarkan aktivitas di media sosial, 

metode Naïve Bayes terbukti sebagai salah satu algoritma klasifikasi yang efektif. Sebagai algoritma yang berbasis probabilistik, 

Naïve Bayes menghitung kemungkinan suatu teks termasuk ke dalam kategori tertentu dengan memperhatikan distribusi kata-

kata dalam dataset. Contohnya, jika sebuah unggahan di media sosial mengandung banyak kata berkonotasi negatif, maka 

unggahan tersebut akan lebih cenderung diklasifikasikan sebagai negatif, dan sebaliknya [13]. 

Salah satu keunggulan utama dari Naïve Bayes adalah efisiensi komputasinya, kemampuan untuk menangani data dalam 

jumlah besar, serta kesederhanaan dalam melakukan klasifikasi teks [13]. Penelitian menunjukkan bahwa metode ini dapat 

mencapai akurasi hingga 89% dalam analisis sentimen kesehatan mental di Twitter [13]. Selain itu, Naïve Bayes sering 

digunakan dalam berbagai penelitian karena cepat dalam pemrosesan serta mampu menangani dataset besar dengan kategori teks 

yang beragam [14]. 

Dibandingkan dengan algoritma lain seperti Support Vector Machine (SVM) atau Decision Tree, Naïve Bayes 

menunjukkan keunggulan dalam hal kecepatan pemrosesan dan tidak memerlukan banyak parameter kompleks, sehingga lebih 

mudah untuk diimplementasikan [15]. Dengan kemampuannya dalam klasifikasi berbasis probabilistik dan efisiensinya dalam 

pemrosesan data teks, Naïve Bayes dipilih sebagai metode dalam penelitian ini untuk mendeteksi kecenderungan gangguan 

kesehatan mental yang diperoleh dari aktivitas di media sosial [16]. 

 Berdasarkan latar belakang yang telah diuraikan, penelitian ini bertujuan untuk mengelompokkan dan memahami 

hubungan antara aktivitas pengguna di media sosial dengan kecenderungan kesehatan mental. Dengan menggunakan metode 

Naïve Bayes, penelitian ini akan mengklasifikasikan unggahan pengguna media sosial untuk mendeteksi pola bahasa yang 

mengindikasikan gangguan kesehatan mental, seperti kecemasan atau depresi. 

Hasil dari penelitian ini diharapkan dapat memberikan kontribusi dalam upaya deteksi dini kesehatan mental, sehingga 

dapat digunakan sebagai dasar bagi praktisi kesehatan, peneliti, atau organisasi terkait untuk merancang strategi intervensi yang 

lebih tepat. Selain itu, penelitian ini juga dapat menjadi acuan bagi studi selanjutnya dalam bidang analisis sentimen dan 

kesehatan mental berbasis media sosial. 
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2. METODE PENELITIAN  

2.1. Data Mining 

Data Mining adalah proses pengetahuan yang berguna dan menarik berdasarkan pola data yang besar. Data yang digunakan 

adalah dari basis data, gudang data, internet, dan lainnya yang dapat diproses dengan informasi. Data mining dapat digunakan di 

beberapa sektor dan bertujuan untuk melakukan berbagai hal, yaitu pengetahuan[17]. Salah satu bagian dari penambangan data 

adalah klasifikasi. Klasifikasi adalah proses menemukan model dengan menganalisis kumpulan data pelatihan yang menjelaskan 

dan membedakan label atau konsep data[18]. Data Mining adalah proses pengetahuan yang berguna dan menarik berdasarkan 

pola data yang besar. Data yang digunakan adalah dari basis data, gudang data, internet, dan lainnya yang dapat diproses dengan 

informasi. Data mining dapat digunakan di beberapa sektor dan bertujuan untuk melakukan berbagai hal, yaitu pengetahuan[17]. 

Salah satu bagian dari penambangan data adalah klasifikasi. Klasifikasi adalah proses menemukan model dengan menganalisis 

kumpulan data pelatihan yang menjelaskan dan membedakan label atau konsep data[18]. 

 

2.2. Text Mining 

Text mining adalah proses manajemen data dalam bentuk teks yang digunakan sebagai pola untuk mengambil informasi 

penting[19]. Dengan kata lain, text mining seperti data mining, tetapi data yang diproses oleh penambangan teks adalah data 

dalam bentuk teks[20]. 

 

2.3. Kerangka Penelitian 

Kerangka penelitian adalah konsep, struktur, atau panduan yang dimaksudkan untuk membantu individu dan kelompok 

memecahkan masalah dan mencapai tujuan spesifik dengan cara yang terorganisir[21]. Dalam konteks penelitian atau 

pengembangan, kerangka kerja ini memberikan dasar teoretis dan praktis untuk penentuan, pemahaman, dan analisis elemen 

terkait dari suatu proyek atau penelitian[22]. 

Pada Gambar 1. Kerangka Penelitian, menunjukkan tahap menyelesaikan penelitian ini menggunakan level KDD 

(Knowledge Discovery in Database). KDD adalah pendekatan atau teknik untuk mendapatkan pengetahuan tentang database 

yang dapat diakses dengan tahapan sebagai berikut[23] 

1. Data Selection : Data selection adalah tahap pengambilan dan pemilihan sampel data yang diproses sebagai informasi penting. 

2. Data Preprocessing : Data preprocessing adalah tahap pembersihan data dari data yang mengganggu (noise) dan data yang 

tidak konsisten. 

3. Data Mining : Data mining adalah proses penggalian data dan pola data sebelumnya menggunakan metode Naïve Bayes 

untuk membuatnya informasi menggunakan metode data split. 

4. Evaluasi : Tahap evaluasi adalah tahap penyajian pengetahuan sebelumnya. Ini juga dapat digunakan sebagai materi untuk 

memperhitungkan penelitian lebih lanjut. 

 

 
Gambar 1. Kerangka Penelitian 

 

2.4. Data Penelitian 

Dataset ini terdiri dari 364 record dan 7 variabel yang memuat informasi mengenai perilaku dan kebiasaan penggunaan 

media sosial pada remaja. Data yang dikumpulkan mencakup beberapa aspek penting, seperti platform media sosial yang biasa 

digunakan, rata-rata waktu yang dihabiskan di media sosial setiap harinya, serta seberapa sering individu menggunakan media 

sosial tanpa tujuan tertentu. Selain itu, dataset ini juga merekam tingkat kecemasan yang dirasakan ketika seseorang sudah lama 

tidak mengakses media sosial, frekuensi kecenderungan membandingkan diri dengan orang-orang sukses yang dilihat melalui 

media sosial, dan seberapa sering individu mencari validasi dari fitur-fitur yang tersedia di platform media sosial.Variabel target 

dalam dataset ini adalah perasaan tertekan atau sedih yang dialami oleh individu, yang dikategorikan untuk mengidentifikasi 

kecenderungan kesehatan mental remaja. Secara keseluruhan, dataset ini memiliki potensi besar untuk dianalisis dalam rangka 

mengidentifikasi pola dan faktor risiko yang berkaitan dengan kesehatan mental, khususnya yang dipengaruhi oleh aktivitas di 

media sosial. ".  
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Tabel 1. Data Penelitian 

No. Platform media sosial apa yang biasa Anda gunakan? 

 

……… Seberapa sering Anda 

merasa tertekan atau 

sedih? 

1. Facebook, Twitter, Instagram, YouTube, Discord, Reddit …… Bermasalah 

2. Facebook, Twitter, Instagram, YouTube, Discord, Reddit …… Bermasalah 

3. Facebook, Instagram, YouTube, Pinterest …… Bermasalah 

4. Facebook, Instagram …… Bermasalah 

5. Facebook, Instagram, YouTube …… Bermasalah 

6. Facebook, Instagram, YouTube, Snapchat, TikTok …… Bermasalah 

7. Facebook, Instagram, YouTube …… Bermasalah 

8. Facebook, Instagram, YouTube …… Bermasalah 

9. Reddit, Pinterest …… Baik 

… …… …… …… 

364. Facebook, Youtube …… Baik 

 

2.5  Algoritma Naïve Baiyes 

Algoritma Naïve Bayes adalah salah satu metode klasifikasi yang berbasis probabilistik dan telah banyak digunakan dalam 

analisis data teks. Penggunaannya mencakup berbagai bidang, seperti klasifikasi sentimen dan deteksi kecenderungan kesehatan 

mental [24]. Algoritma ini beroperasi dengan menggunakan Teorema Bayes, yang menghitung probabilitas suatu kelas 

berdasarkan fitur-fitur yang teramati [25]. 

Salah satu ciri khas Naïve Bayes adalah asumsi bahwa setiap fitur dalam dataset bersifat independen. Meskipun model ini 

tergolong sederhana, Naïve Bayes terbukti mampu memberikan hasil yang akurat dalam beragam kasus klasifikasi [26]. Tujuan 

utama dari algoritma ini adalah untuk mengklasifikasikan data baru berdasarkan probabilitas masing-masing kelas, yang dihitung 

dari dataset pelatihan sebelumnya [27]. Prinsip dasar Naïve Bayes adalah menghitung probabilitas bersyarat dari setiap kelas 

terhadap fitur yang diberikan, dan kemudian memilih kelas dengan probabilitas tertinggi sebagai hasil klasifikasi [28]. 

Prosedur Algoritma Naïve Bayes 

1. Menghitung probabilitas prior untuk setiap kelas dalam dataset. 

2. Menghitung probabilitas likelihood dari setiap fitur berdasarkan kelasnya. 

3. Menggunakan Teorema Bayes untuk menghitung probabilitas posterior setiap kelas terhadap data baru. 

4. Menentukan kelas dengan probabilitas tertinggi sebagai hasil klasifikasi.  

 

Rumus Naïve Bayes 

𝑃|𝐵 =
𝑃(𝑋|𝐶).𝑃(𝐶)

𝑃(𝑋)
 (1) 

Keterangan: 

P(C∣X) = Probabilitas suatu kelas C diberikan fitur X 

P(X∣C) = Probabilitas fitur X muncul dalam kelas C 

P(C) = Probabilitas prior dari kelas C 

P(X) = Probabilitas total dari fitur X dalam seluruh dataset 

 

3. HASIL DAN PEMBAHASAN 

3.1. Pengolahan Data (Preprocessing) 

Setelah pengumpulan dan kategorisasi data selesai, langkah berikutnya adalah pengolahan data atau preprocessing. 

Preprocessing dilakukan untuk membersihkan dan mempersiapkan data agar siap digunakan dalam model klasifikasi Naïve 

Bayes. Berikut adalah langkah-langkah preprocessing yang diterapkan pada dataset ini. 

1. Transformasi Data Numerik ke Kategorikal 

Beberapa fitur dalam dataset berbentuk data numerik yang harus diubah kembali ke dalam kategori supaya lebih gampang 

diinterpretasikan dalam analisis dan pelaporan. 

 

Tabel 2. Hasil transformasi numerik ke kategorikal 

Sebelum Sesudah 

1 

2 

0  

Sering 

Cukup sering 

jarang 
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2. Pemilihan Fitur yang Relevan 

Tidak seluruh atribut dalam kumpulan data memiliki relevansi untuk model klasifikasi. Oleh karena itu, hanya atribut yang 

berhubungan dengan pola perilaku di media sosial yang diterapkan sebagai masukan untuk model. Sementara itu, atribut 

"Seberapa sering Anda merasa tertekan atau sedih?" digunakan sebagai label target. 

Contoh fitur yang digunakan : 

a. Platform media sosial yang digunakan 

b. Rata-rata waktu yang dihabiskan di media sosial 

c. Seberapa sering menggunakan media sosial tanpa tujuan tertentu 

d. Seberapa sering membandingkan diri dengan orang lain di media sosial 

e. Seberapa sering mencari validasi dari media sosial 

 

3. Pembagian Data (Train-Test Split) 

Setelah data dikonversi ke dalam bentuk numerik dan fitur yang relevan dipilih, dataset dibagi menjadi dua bagian: 

a. Data latih (training data): 80% dari total dataset, digunakan untuk melatih model. 

b. Data uji (testing data): 20% dari total dataset, digunakan untuk mengukur performa model. 

 

3.2 Pembagian Data Training dan Data Testing  

Data training merupakan data yang digunakan dalam proses pelatihan model klasifikasi. Sementara itu, data testing adalah 

data yang digunakan untuk menguji aturan klasifikasi yang telah dibangun. Dalam penelitian ini, pembagian antara data training 

dan data testing dilakukan dengan rasio 60:40, 70:30, dan 80:20, sebagaimana terlihat pada Tabel 3. 7. Metode yang digunakan 

untuk pembagian ini adalah stratified sampling. 

 

Tabel 3. Sebaran Data Training dan Data Testing pada Dataset 

Perbandingan 60:40 

Sentimen Training Testing Total 

Baik 86 57 143 

Bermasalah 132 89 221 

Total 218 146 364 

Perbandingan 70:30 

Sentimen Training Testing Total 

Baik 100 43 143 

Bermasalah 154 67 221 

Total 254 110 364 

Perbandingan 80:20 

Sentimen Training Testing Total 

Baik 114 29 143 

Bermasalah 177 44  221 

Total 291 73 364 

 

Pada Tabel 3. ditampilkan sebaran antara data pelatihan dan data pengujian dalam dataset. Data yang digunakan untuk 

pelatihan (training) memiliki proporsi yang seimbang antara data Baik dan data Bermasalah untuk setiap model yang 

dibandingkan. Pengambilan sampel dilakukan secara proporsional (stratified sampling) agar distribusi kelas tetap terjaga 

keseimbangannya. 

 

3.3 Modeling Menggunakan Split Data 

Berikut ini adalah penjelasan Gambar 2. Metode Naïve Baiyes menggunakan split data: 

1. Read Excel, Membaca dataset dari file Excel.  

2. Set Role, Menentukan atribut target sebagai label untuk klasifikasi.  

3. Split Data, Membagi dataset menjadi training dan testing sesuai rasio tertentu.  

4. Naïve Bayes, Melatih model menggunakan data training.  

5. Apply Model, Menerapkan model yang telah dilatih pada data testing.  

6. Performance, Mengevaluasi hasil prediksi model dengan metrik seperti accuracy, precision, dan recall. 
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Gambar 2. Metode Naïve Biyes Menggunakan Split Data 

 

3.4  Hasil Pemodelan Menggunakan Split Data 

Setelah menyelesaikan tahap pemodelan pada data pelatihan dan data pengujian yang telah melalui proses preprocessing, 

nilai akurasi yang dihasilkan dapat dilihat pada Tabel 3. yang menunjukkan akurasi berdasarkan pemisahan data. 

 

Tabel 4. Akurasi Menggunakan Split Data  

Model Akurasi 
Precision Precision Recall Recall 

(Bermasalah) (Baik) (Bermasalah) (Baik) 

60:40:00 75.17% 78.89% 69.09% 80.68% 66.67% 

70:30:00 74.31% 77.94% 68.29% 80.30% 65.12% 

80:20:00 68.49% 73.33% 60.71% 75.00% 58.62% 

 

3.5 Pengujian dan Evaluasi 

Dalam penelitian ini, pengujian akan dilakukan dengan memanfaatkan confusion matrix yang dihasilkan dari tahapan 

pemodelan menggunakan metode Naïve Baiyes. Tabel 4 akan menyajikan akurasi berdasarkan pembagian data yang telah 

dilakukan. Matrix yang disajikan pada Tabel 5. adalah hasil dari evaluasi dan pengukuran klasifikasi Naïve Baiyes dengan dataset 

yang berjumlah 364, terdapat 218 data training dan 146 data testing. 

 

Tabel 5. Confussion Matrix 

  True Baik 
True 

Bermasalah 

Class 

precision 

Pred.Baik 106 27 79.70% 

Pred. Bermasalah 37 194 83.98% 

Class recall 74.13% 87.78%  

 

Tabel 5 menyajikan confusion matrix yang digunakan untuk mengevaluasi kinerja model. Model ini menunjukkan 

kemampuan yang baik dalam mengklasifikasikan sebagian besar sampel, dengan tingkat precision sebesar 79,70% untuk kelas 

"Baik" dan 83,98% untuk kelas "Bermasalah". Selain itu, nilai recall untuk kelas "Baik" tercatat sebesar 74,13%, sementara 

untuk kelas "Bermasalah" lebih tinggi, yaitu 87,78%. Meskipun performanya cukup baik, masih terdapat sejumlah prediksi yang 

salah, terutama pada kelas "Baik", yang dapat memengaruhi akurasi keseluruhan model. 

a. Precision kelas Baik = 
𝑇𝑃

 𝑇𝑃+𝐹𝑃
 = 

106

106+27
 = 79.70% 

b. Precision kelas Bermasalah = 
𝑇𝑃

 𝑇𝑃+𝐹𝑃
 = 

194

194+37
 = 83.98% 

c. Recall kelas Baik = 
𝑇𝑃

 𝑇𝑃+𝐹𝑁
 = 

106

106+37
 = 74.13% 

d. Recall kelas Bermasalah = 
𝑇𝑃

 𝑇𝑃+𝐹𝑁
 = 

194

194+27
 = 87.78% 

e. Accuracy = 
𝑇𝑃+𝑇𝑁

 𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 = 

106+194

106+194+27+37
 = 82.42% 
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Gambar 3. menampilkan confusion matrix dalam bentuk visualisasi 3D, dengan sumbu X sebagai kelas asli, sumbu Y 

sebagai kelas prediksi, dan sumbu Z menunjukkan jumlah sampel. Dari tampilan grafik, terlihat bahwa sebagian besar data 

berada di titik tertentu, mengindikasikan ketidakseimbangan prediksi model. Hal ini menunjukkan bahwa model cenderung lebih 

sering memprediksi satu kelas dibandingkan kelas lainnya, yang dapat memengaruhi akurasi dalam mengenali kedua kelas secara 

seimbang. 

 

 
Gambar 3. Confussion Matrix 3D 

 

4. KESIMPULAN 

Hasil penelitian menunjukkan bahwa metode Naïve Bayes memiliki tingkat akurasi yang bervariasi tergantung pada rasio 

pembagian data latih dan uji, dengan nilai akurasi tertinggi mencapai 75,17% pada pembagian 60:40. Precision dan recall untuk 

kategori "Bermasalah" cenderung lebih tinggi dibandingkan dengan kategori "Baik," menunjukkan bahwa model lebih efektif 

dalam mengidentifikasi pengguna dengan potensi masalah kesehatan mental. Namun, masih terdapat ketidakseimbangan prediksi 

yang menyebabkan sejumlah kesalahan klasifikasi. penelitian ini menegaskan bahwa metode Naïve Bayes dapat digunakan 

sebagai alat bantu dalam mendeteksi kecenderungan kesehatan mental berdasarkan data media sosial. Hasilnya dapat 

dimanfaatkan oleh praktisi kesehatan dan peneliti untuk mengembangkan strategi intervensi yang lebih tepat. Untuk peningkatan 

lebih lanjut, penelitian di masa depan dapat mempertimbangkan metode lain atau kombinasi algoritma untuk meningkatkan 

akurasi dan keseimbangan klasifikasi. 
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