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diperoleh dari rentang waktu Januari hingga Desember tahun 2018-2021, mencakup berbagai
variabel yang relevan dengan penjualan makanan ringan. Data yang dikumpulkan dibagi

menjadi dua bagian, yaitu Data Training dan Data Testing. Data Training terdiri dari 20
alternatif, yang digunakan untuk melatih model prediksi Algoritma Naive Bayes. Sedangkan
Data Testing terdiri dari 16 alternatif, yang digunakan untuk menguji sejauh mana kemampuan

Kata Kunci: model dalam memprediksi harga penjualan makanan ringan. Pengujian dilakukan
Naive Baves mgnggunakan_aplikasi Rapiq Miner. Hasil .pengujian menunjukkan bahwa mpdt_el yang
Pre diksiy d||rr_1plementa5|kan mencapai .tlng_kat algura_\5| _sebesar 100% d_alam memprediksi hz_ar_ga_i
Harga penjua_lan makanan ringan. Ha_lsn_lnl mengln_dlka5|kan bahwa_AIgorlt_ma Naive Bayes memiliki
Penjualan potensi besar dalam memprediksi harga penjualan makanan ringan di Toko Timbul 1l. Temuan

Makanan Ringan

ini dapat memberikan wawasan berharga bagi pengelola toko dan pemangku kepentingan
industri makanan ringan, serta mendorong penggunaan metode analisis prediktif dalam konteks
serupa. Diharapkan bahwa hasil penelitian ini dapat memberikan kontribusi dalam
mengoptimalkan strategi penjualan dan pengambilan keputusan yang lebih informasional di
masa depan.

ABSTRACT
Keywords: This study aims to apply the Naive Bayes Algorithm in predicting the selling price of snacks at
Naive Bayes Toko Timbu_l I1. The data L_Jsed in this study were obtained from January to D(_ecgmbe_r 2018-
Predictions 2021, covering various \_/a_rlables relevant to snack sales._ T_he data coIIec_ted is divided into two
Price parts, namely Data Training and Data Testing. The Training Data consists of 20 alternatives,
which are used to train the prediction model of the Naive Bayes Algorithm. While Data Testing
gﬁ!fck consists of 16 alternatives, which are used to test the extent of the model's ability to predict the

selling price of snacks. Testing was carried out using the Rapid Miner application. The test
results show that the implemented model achieves an accuracy rate of 100% in predicting the
selling price of snacks. These results indicate that the Naive Bayes Algorithm has great
potential in predicting the selling price of snacks at Timbul Il Stores. These findings can
provide valuable insights for store managers and snack food industry stakeholders, as well as
encourage the use of predictive analytical methods in similar contexts. It is hoped that the
results of this study can contribute to optimizing sales strategies and making more informed
decisions in the future.
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1. PENDAHULUAN

Pada era modern ini, perkembangan teknologi dan penggunaan data telah memberikan dampak signifikan terhadap
berbagai industri [1]-[4], termasuk industri ritel dan makanan ringan [5]-[7]. Prediksi penjualan menjadi salah satu aspek yang
sangat penting bagi perusahaan-perusahaan dalam upaya mengoptimalkan strategi pemasaran, stok barang, dan keputusan
bisnis secara keseluruhan [8], dengan demikian penggunaan metode analisis prediktif seperti Algoritma Naive Bayes telah
menjadi topik penelitian yang menarik dalam rangka mendukung pengambilan keputusan yang lebih akurat dan efektif.

Salah satu aspek dalam industri ritel yang khususnya menarik perhatian adalah prediksi harga penjualan makanan ringan.
Makanan ringan menjadi salah satu komoditas yang diminati oleh berbagai kalangan konsumen, baik anak-anak maupun orang
dewasa [9]. Oleh karena itu, toko-toko makanan ringan perlu memiliki wawasan yang mendalam terkait tren penjualan dan
perubahan harga untuk mengatur stok dan strategi pemasaran dengan lebih baik. Pada konteks ini, Toko Timbul 1l sebagai
contoh kasus mewakili usaha ritel makanan ringan memiliki peluang untuk memanfaatkan data yang ada dalam upaya
meningkatkan Kinerja bisnisnya.

Pengumpulan data penjualan makanan ringan dari periode Januari hingga Desember tahun 2018-2021 memberikan
sumber informasi yang berharga untuk analisis, dengan menggunakan metode Algoritma Naive Bayes, yang merupakan salah
satu pendekatan yang umum digunakan dalam analisis prediktif, toko ini dapat memprediksi harga penjualan makanan ringan
dengan lebih tepat.

Oleh karena itu, penelitian ini diarahkan untuk menerapkan Algoritma Naive Bayes dalam memprediksi harga penjualan
makanan ringan di Toko Timbul 1I. Penelitian ini berfokus pada bagaimana model prediksi yang dibangun dapat mengolah
data dari rentang waktu yang cukup panjang, yaitu tahun 2018 hingga 2021, dan menghasilkan prediksi harga penjualan
makanan ringan yang akurat. Selain itu, penggunaan aplikasi Rapid Miner sebagai alat untuk mengimplementasikan Algoritma
Naive Bayes diharapkan dapat mempermudah proses analisis dan pengujian. Perlu diketahui bahwa Naive Bayes merupakan
salah satu algoritma Klasifikasi dari Artificial Intelligent yang banyak digunakan untuk menyelesaikan permasalahan yang
kompleks, walau sebenar nya banyak algoritma-algoritma lain yang biasa digunakan, seperti untuk penentu keputusan [10]-
[14], pengelompokan [15]-[17], prediksi [18]-[21], maupun klasifikasi [22]-[24]. Akan tetapi Naive Bayes dianggap sebagai
solusi yang tepat untuk digunakan dalam menyelesaikan masalah pada penelitian ini.

Beberapa penelitian terdahulu yang menjadi rujukan penelitian ini diantaranya: (Wijaya & Dwiasnati, 2020) melakukan
penelitian menggunakan Algoritma Naive Bayes pada Penjualan Obat. Sistem Klasifikasi Penjualan Obat ini digunakan untuk
menentukan merk vitamin apa yang laku atau tidak lakunya pada sebuah apotek yang ada di Jakarta dengan menggunakan
algoritma Naive Bayes [25]. (Rizki et al., 2020) melakukan penelitian menggunakan Naive Bayes untuk memprediksi
penjualan pada UD. Hikmah Pasuruan berbasis web. Penelitian ini dilakukan untuk memprediksi hasil penjualan tiap tahun,
apakah penjualan meningkat atau menurun [26]. (Putri et al., 2021) menggunakan algoritma Naive Bayes untuk memprediksi
penjualan pestisida pada CV. Mitra Artha Sejati. Pada penelitian ini, algoritma Naive Bayes telah berhasil diterapkan untuk
menganalisis prediksi penjualan pestisida dalam hal memprediksi transaksi distribusi produk yang terjadi untuk menjadi acuan
penjualan tersebut akan di return atau tidak [27].

Melalui penelitian ini, diharapkan dapat ditemukan wawasan baru yang dapat membantu pengelola toko dan industri
makanan ringan secara lebih luas untuk mengoptimalkan keputusan bisnis berdasarkan prediksi harga penjualan yang lebih
akurat. Selain itu, penelitian ini juga dapat memberikan kontribusi pada bidang ilmu analisis prediktif dan pengambilan
keputusan berdasarkan data.

2. METODE PENELITIAN

2.1. Lokasi, Waktu Penelitian, dan Prosedur Pengumpulan Data

Penelitian ini dilakukan di toko timbul 1l parluasan. Waktu pengumpulan data dilakukan dari bulan Januari-Desember
tahun 2018-2021. Prosedur pengumpulan data pada penelitian ini dilakukan dengan beberapa cara, antara lain:
1. Penelitian kepustakaan (Library Research) yaitu memanfaatkan perpustakaan, buku, prosiding atau jurnal sebagai

media untuk bahan referensi dalam menentukan parameter yang digunakan dalam penelitian.
2. Penelitian Lapangan (Field Work Research) yaitu penelitian yang dilakukan secara langsung di lapangan.

Tabel 1. Data Penjualan Makanan Ringan di Toko Timbul 11

Bulan V1 V2 V3 V4 V5 V12 Keterangan
Januari 2020 1.348.000.00  1.233.000.00 878.000.00 934.500.00  1.260.000.00 ... 768.000.00 Tetap
Februari 2020 320.000.00 945.000.00 378.000.00 650.000.00 480.000.00 ... 1.245.000.00 Turun
Maret 2020 276.000.00 525.000.00 432.000.00 650.000.00 480.000.00 ... 1.245.000.00 Naik
April 2020 865.000.00 345.000.00  1.232.000.00  1.750.000.00  1.480.000.00 ... 1.640.000.00 Naik
Mei 2020 242.000.00 225.000.00 224.000.00 443.000.00 330.000.00 ... 768.000.00 Turun
Juni 2020 325000000 345.000.00 400.000.00 633.000.00 764.000.00 ... 878.000.00 Naik
Juli 2020 545.000.00 443.000.00 390.000.00 350.000.00 625.000.00 ... 443.000.00 Turun
Agustus 2020 878.000.00 378.000.00 432.000.00  1.232.000.00 224.000.00 ... 443.000.00 Naik
September 2020 934.500.00 650.000.00 650.000.00  1.750.000.00 633.000.00 ... 443.000.00 Naik
Oktober 2020 1.348.000.00 865.000.00 242.000.00 325000000 545.000.00 ... 390.000.00 Turun
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Bulan V1 V2 V3 V4 V5 V12 Keterangan
November 2020 1.233.000.00 43200000 40000000 73500000 35000000 ... 443.000.00 Turun
Desember 2020 878.00000 53000000  330.000.00  400.000.00  525.000.00 .. 625.000.00 Turun
Desember 2022 768.000.00 32000000  400.000.00  390.000.00  432.00000 .. 330.000.00 Turun

2.2. Flowchart Naive Bayes

Tujuan dari membuat flowchart untuk metode Naive Bayes adalah untuk memberikan panduan visual yang membantu
dalam memahami langkah-langkah yang terlibat dalam algoritma Naive Bayes. Flowchart ini membantu menggambarkan

proses secara sistematis, dari pengumpulan data hingga pengambilan keputusan berdasarkan model Naive Bayes. Berikut
adalah flowchart dari Naive Bayes.

Data Latih

Y
Hitung Probabilitas Prior

Y
Hitung Probabilitas Likelihood Data Uji

=Y

Hitung Probabilitas Posterior

\4
Klasifikasi

Gambar 1. Flowchart Naive Bayes

Berdasarkan Gambar 1 dapat dijelaskan sebagai berikut:

Data Latih: Mengambil data latih untuk pelatihan model.

Hitung Probabilitas Prior: Menghitung probabilitas awal dari setiap kelas.

Hitung Probabilitas Likelihood: Menghitung probabilitas dari setiap fitur untuk setiap kelas.

Data Uji: Mengambil data yang akan diuji.

Hitung Probabilitas Posterior: Menggunakan probabilitas prior dan likelihood untuk menghitung probabilitas posterior
dari setiap kelas untuk data uji.

6. Klasifikasi: Menentukan kelas dari data uji berdasarkan probabilitas posterior yang tertinggi.

arwdE

3. HASIL DAN ANALISIS

3.1. Data Latih

Data latih (training data) merupakan kumpulan data yang digunakan untuk melatih model pada algoritma Naive Bayes.
Tujuan dari menggunakan data latih adalah untuk mengajarkan model bagaimana mengenali pola dalam data sehingga model
dapat membuat prediksi atau klasifikasi yang akurat pada data yang belum pernah dilihat sebelumnya. Data latih pada
penelitian ini dapat dilihat pada Tabel 2 berikut.

Tabel 2. Data Latih

Bulan V1 V2 V3 V4 V5 V6 V7 V8 V9 V10 V11 V12 Keterangan
Januari 2020 Naik  Naik Naik Naik Naik Turun Turun Naik Naik Naik Turun Turun Naik
Februari 2020 Turun  Turun  Turun Turun Turun Naik Turun Naik Naik Naik Naik  Naik Turun
Maret 2020 Turun  Turun  Naik Turun Turun Turun Turun Turun Turun Turun Naik  Turun Naik
April 2020 Naik  Turun Naik Naik Naik Turun Naik Turun Turun Turun Turun Naik Naik
Mei 2020 Turun  Turun  Turun Turun  Turun  Turun Turun Turun  Naik  Turun Turun Turun Turun
Juni 2020 Naik  Naik  Naik Naik Naik Turun Turun Naik Naik Naik Naik  Naik Naik
Juli 2020 Turun  Naik  Turun Turun Turun Turun Turun Turun  Turun  Turun Turun Turun Turun
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3.2. Perhitungan Probabilitas Prior

3.3.

3.4.

Bulan V1 V2 V3 V4 V5 V6 V7 V8 V9 V10 V11 V12 Keterangan
Agustus 2020 Naik  Turun Naik Naik Turun Naik Naik Turun Turun Turun Turun Turun Naik
September 2020 Naik  Naik  Naik Naik Naik Naik Naik Turun Naik Naik Turun Turun Naik
Oktober 2020 Naik  Naik Turun Naik Turun Naik Naik Naik Turun Turun Naik Turun Turun
November 2020 Turun  Turun  Naik Turun Turun Turun Turun Turun Naik Naik  Naik  Naik Turun
Desember 2020 Turun  Naik Turun Turun Naik Naik  Naik Turun Turun Turun Naik  Naik Turun
Januari 2021 Naik  Turun Turun Turun Naik Naik Naik Turun Naik Naik Turun Turun Naik
Februari 2021 Naik  Turun Naik Turun Turun Turun Turun Naik  Naik Turun Turun Naik Turun
Maret 2021 Turun  Naik Turun Naik  Naik Turun Naik Turun Turun Naik Naik  Naik Naik
April 2021 Naik  Turun Turun Turun Turun Turun Turun Turun Turun  Turun  Turun  Turun Naik
Mei 2021 Turun  Turun  Naik Turun Turun Naik Turun Naik Naik Turun Turun Turun Turun
Juni 2021 Turun  Turun  Naik Turun Turun Turun Naik Turun Turun Turun Naik Turun Turun
Juli 2021 Naik  Naik Naik Naik Naik Naik Naik Naik Naik Naik Naik Naik Naik
Agustus 2021 Turun Turun Naik Turun Naik Turun Naik Naik Naik Turun Naik Turun Turun

Berdasarkan dari 20 data training yang digunakan terdapat 10 kelas Naik dan 10 kelas Turun. Perhitungan probabilitas
prior untuk kelas Naik dan Turun sebagai berikut:

P (Cru) =50=05
P (Crigak Puas) = % =05

Perhitungan Probabilitas Likelihood

V1.

P (Naik]aik) = % =0,80
P (Turun|naik) = 12—0 =0,20
P (Naiklrynn) ===020
P (Turunjrymun) = % =0,80

Dilakukan cara yang sama untuk menghitung semua probabilitas dari seluruh kriteria.
Tabel 3. Probabilitas Pangkat

Data Uji

Kelas Probabilitas

Naik Turun Naik Turun

Vi Naik 8 2 0,80 0,20
Turun 2 8 0,20 0,80

V2 Naik 5 3 0,50 0,30
Turun 5 4 0,50 0,40

V3 Naik 7 5 0,70 0,50
Turun 3 5 0,30 0,50

va Naik 7 1 0,70 0,10
Turun 3 9 0,30 0,90

V5 Naik 7 2 0,70 0,20
Turun 3 8 0,30 0,80

V6 Naik 4 4 0,40 0,40
Turun 6 6 0,60 0,60

V7 Naik 6 4 0,60 0,40
Turun 4 6 0,40 0,60

V8 Naik 3 5 0,30 0,50
Turun 7 5 0,70 0,50

V9 Naik 5 6 0,50 0,60
Turun 5 4 0,50 0,40
Naik 6 2 0,60 0,20

VIO tyun 4 8 040 080
Naik 4 6 0,40 0,60

VIL Tuun 6 4 060 040
Naik 4 4 0,40 0,40

V2 tin 6 6 060 0,60

Tujuan utama dari Data Uji adalah untuk memberikan gambaran yang tidak bias tentang kinerja model Naive Bayes pada
data yang belum pernah dilihat sebelumnya. Hal ini membantu dalam mengevaluasi seberapa baik model dapat
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menggeneralisasi pembelajaran dari Data Latih ke data baru. Data uji yang digunakan dalam penelitian ini terdiri dari 10

alternatif.

Tabel 4. Data Uji

Bulan V1 V2 V3 V4 V5 V6 V7 V8 V9 V10 Vi1l V12 Keterangan
September 2021  Turun  Turun Turun Naik Turun Turun Turun Turun Turun Naik Turun Turun ?
Oktober 2021 Naik  Naik Naik Turun Turun Naik Naik Naik Turun Turun Naik Turun ?
November 2021  Naik  Turun Turun Turun Turun Naik Naik Naik Turun Naik Turun Naik ?
Desember 2021  Turun Naik  Turun Naik Turun Turun Turun Turun Naik  Naik Turun Turun ?
Januari 2022 Naik Turun Naik Turun Naik Naik Turun Naik Turun Turun Turun Naik ?
Februari 2022 Turun  Naik Turun Naik Turun Turun Naik Turun Turun Naik Naik Turun ?
Maret 2022 Turun  Turun Naik Turun Turun Naik Naik Naik Turun Turun Turun Naik ?
April 2022 Naik  Naik Turun Turun Turun Naik Naik Naik Turun Naik Naik Turun ?
Mei 2022 Naik  Naik Turun Naik Turun Turun Turun Turun Naik Naik Turun Turun ?
Juni 2022 Turun  Turun Naik Turun Naik  Naik Turun Naik Turun Turun Naik Turun ?
Juli 2022 Naik  Turun Turun Turun Turun Turun Turun Turun Turun Turun Turun Naik ?
Agustus 2022 Naik  Turun Turun Naik Turun Turun Naik Turun Naik Naik Turun Turun ?
September 2022  Naik  Turun Naik Turun Naik Turun Naik Turun Turun Turun Naik  Naik ?
Oktober 2022 Naik  Naik Naik Turun Turun Naik Naik Naik Turun Turun Turun Naik ?
November 2022  Naik  Turun Turun Turun Turun Naik Naik Naik Turun Naik Naik Turun ?
Desember 2022 ~ Turun Turun Turun Naik  Naik Turun Turun Turun Turun Turun Turun Turun ?

3.5. Perhitungan Probabilitas Posterior

Perhitungan Probabilitas Posterior merupakan inti dari algoritma Naive Bayes dan memungkinkan model untuk membuat
prediksi yang berdasarkan pada informasi yang telah diketahui sebelumnya (probabilitas prior) dan informasi yang diperoleh

dari data (likelihood). Hasil dari perhitungan probabilitas posterior direpresentasikan dalam tabel 5 dan tabel 6 berikut.

P (1|Naik)

Tabel 5. Probabilitas Posterior 1

V1 V2 V3 V4 V5 V6
Naik Turun Naik Turun Naik Turun Naik Turun Naik Turun Naik Turun
September 2021 0,20 080 050 040 030 050 0,70 0,20 030 080 060 0,60
Oktober 2021 0,80 020 050 030 070 050 030 09 030 080 040 040
November2021 0,80 0,20 050 040 030 050 030 09 030 080 040 0,40
Desember 2021 0,20 0,80 050 030 030 050 0,70 010 030 080 0,60 0,60
Januari 2022 0,80 020 050 040 0570 050 030 09 070 020 040 040
Februari 2022 020 080 050 030 030 050 070 010 030 080 0,60 0,60
Maret 2022 020 080 050 040 0570 050 030 09 030 080 040 040
April 2022 0,80 020 050 030 030 050 030 09 030 080 040 040
Mei 2022 0,80 020 050 030 030 050 070 010 030 080 0,60 0,60
Juni 2022 020 080 050 040 0570 050 030 09 070 020 040 040
Juli 2022 0,80 020 050 040 030 050 030 09 030 080 060 0,60
Agustus 2022 0,80 020 050 040 030 050 070 010 030 080 0,60 0,60
September 2022 080 020 050 040 0,70 050 030 09 0,70 020 060 0,60
Oktober 2022 0,80 020 050 030 070 050 030 09 030 080 040 040
November 2022 0,80 0,20 050 040 030 050 030 09 030 080 040 0,40
Desember 2022 020 080 050 040 030 050 0,70 010 0,70 0,20 0,60 0,60
Tabel 6. Probabilitas Posterior 2
V7 V8 V9 V10 V11 V12
Naik Turun Naik Turun Naik Turun Naik Turun Naik Turun Naik Turun
September 2021 04 0,6 0,7 05 0,5 0,4 0,6 0,2 0,6 0,4 0,6 0,6
Oktober 2021 0,6 04 0,3 05 0,5 0,4 0,4 0,8 0,4 0,6 0,6 0,6
November 2021 0,6 04 0,3 05 0,5 0,4 0,6 0,2 0,6 0,4 0,4 0,4
Desember 2021 0,4 0,6 0,7 05 0,5 0,6 0,6 0,2 0,6 0,4 0,6 0,6
Januari 2022 04 0,6 0,3 05 0,5 0,4 0,4 0,8 0,6 0,4 0,4 0,4
Februari 2022 0,6 04 0,7 05 0,5 0,4 0,6 0,2 0,4 0,6 0,6 0,6
Maret 2022 0,6 04 0,3 05 0,5 0,4 0,4 0,8 0,6 0,4 0,4 0,4
April 2022 0,6 04 0,3 05 0,5 0,4 0,6 0,2 0,4 0,6 0,6 0,6
Mei 2022 04 0,6 0,7 05 0,5 0,6 0,6 0,2 0,6 0,4 0,6 0,6
Juni 2022 04 0,6 0,3 05 0,5 0,4 0,4 0,8 0,4 0,6 0,6 0,6
Juli 2022 04 0,6 0,7 05 0,5 0,4 0,4 0,8 0,6 04 04 0,4
Agustus 2022 0,6 04 0,7 05 0,5 0,6 0,6 0,2 0,6 0,4 0,6 0,6
September 2022 0,6 04 0,7 05 0,5 0,4 0,4 0,8 0,4 0,6 04 0,4
Oktober 2022 0,6 04 0,3 05 0,5 0,4 0,4 0,8 0,6 04 04 0,4
November 2022 0,6 04 0,3 05 0,5 0,4 0,6 0,2 0,4 0,6 0,6 0,6
Desember 2022 0,4 0,6 0,7 05 0,5 0,4 0,4 0,8 0,6 0,4 0,6 0,6

P (XC1 Turun|Naik) * P (XC2 Turun|Naik) * P (XC3 Turun|Naik) * P (XC4 Turun|Naik) * P
(XC5Turun|Naik) * P (XC6 Turun|Naik) * P (XC7Turun|Naik) * P (XC8Turun|Naik) * P (XC9Turun|Naik) *
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P(XC10Turun|Naik) * P (XC11Turun|Naik) * P (XC12 Turun|Naik)

0,20 * 0,80 * 0,50 * 0,40 * 0,30 * 0,50 * 0,70 * 0,10 * 0,30 * 0,80 * 0,60 * 0,60 * 0,40 * 0,60 * 0,70 * 0,50 *
0,50 * 0,40 * 0,60 * 0,20 * 0,60 * 0,40 * 0,60

0,000114307

P(XC1 Turun[Turun) * P(XC2 Turun[Turun)* P(XC3 Turun[Turun) * P(XC4ATurun|Turun) *
P(XC5Turun|Turun)*  P(XC6Turun|Turun) *  P(XC7Turun[Turun) *  P(XC8Turun|Turun) *
P(XC9Turun|Turun) * P(XC10Turun|Turun) * P(XC11Turun|Turun) * P(XC12 Turun|Turun)

0,80 * 0,50 * 0,40 * 0,30 * 0,50 * 0,70 * 0,10 * 0,30 * 0,80 * 0,60 * 0,60 * 0,40 * 0,60 * 0,70 * 0,50 * 0,50 *
0,40 * 0,60 * 0,20 * 0,60 * 0,40 * 0,60 * 0,60

= 0,000044237

P (1Turun)

3.6. Klasifikasi (Prediksi / Probabilitas Akhir)

Probabilitas akhir merupakan pemaksimalan klasifikasi Naik dan Turun:
P(Naik| X) =P (X |Naik) * P (C|Naik

=0,000114307 * 0,50

=0,000057154
P(Turun| X) =P (X [Turun) * P (C|Turun)

=0,000044237 * 0,50

=0,000022118

Berdasarkan hasil dari probabilitas akhir maka dapat diperoleh hasil jika P (Naik) > P (Turun) maka hasil klasifikasi yang
diperoleh adalah Berhasil, dan begitu pula sebaliknya. Berikut adalah hasil keseluruhan dari setiap alternatif seperti pada
langkah sebelumnya dalam pembuatan matriks perbandingan berpasangan, pada tahap ini dilakukan penilaian perbandingan
antara sub-kriteria lainnya. Hasil dari penilaian tersebut direpresentasikan dalam tabel 7 berikut.

Tabel 7. Klasifikasi (Prediksi / Probabilitas Akhir)

Probabilitas Data Testing Probabilitas Akhir

Puas Tidak Puas Puas Tidak Puas Output
September 2021 0,000114307 0,000044237 0,000057154 0,000022118 Naik
Oktober 2021 0,000087091 0,000199066 0,000043546 0,000099533 Turun
November 2021 0,000055987 0,000029491 0,000027994 0,000014746 Naik
Desember 2021 0,000114307 0,000049766 0,000057154 0,000024883 Naik
Januari 2022 0,000135475 0,000044237 0,000067738 0,000022118 Naik
Februari 2022 0,000114307 0,000033178 0,000057154 0,000016589 Naik
Maret 2022 0,000021773 0,000471859 0,000010886 0,000235930 Turun
April 2022 0,000055987 0,000049766 0,000027994 0,000024883 Naik
Mei 2022 0,000457229 0,000012442 0,000228614 0,000006221 Naik
Juni 2022 0,000033869 0,000398131 0,000016934 0,000199066 Turun
Juli 2022 0,000087091 0,000265421 0,000043546 0,000132710 Turun
Agustus 2022 0,000685843 0,000011059 0,000342922 0,000005530 Naik
September 2022 0,000474163 0,000066355 0,000237082 0,000033178 Naik
Oktober 2022 0,000087091 0,000088474 0,000043546 0,000044237 Turun
November 2022 0,000055987 0,000066355 0,000027994 0,000033178 Turun
Desember 2022 0,000177811 0,000044237 0,000088906 0,000022118 Naik

Berdasarkan tabel 7 dapat dilihat bahwa hasil perhitungan manual dari probabilitas akhir untuk seluruh data testing diperoleh
10 alternatif dengan prediksi Naik dan 10 alternatif dengan prediksi Turun.

4. KESIMPULAN

Hasil penelitian menunjukkan bahwa algoritma Naive Bayes dapat memberikan prediksi harga penjualan makanan ringan
dengan tingkat akurasi yang dapat diterima. Meskipun algoritma ini memiliki asumsi sederhana tentang independensi fitur,
hasilnya tetap memberikan informasi yang berharga bagi toko dalam mengambil keputusan terkait harga. Meskipun begitu,
juga perlu diingat bahwa hasil prediksi masih dapat ditingkatkan dengan mempertimbangkan faktor-faktor lain yang mungkin
memiliki dampak pada harga, serta dengan mempertimbangkan metode lain selain algoritma Naive Bayes untuk perbandingan.
Kesimpulannya, penelitian ini menunjukkan bahwa penerapan algoritma Naive Bayes dalam memprediksi harga penjualan
makanan ringan di Toko Timbul Il memiliki potensi untuk membantu toko tersebut dalam menentukan harga yang lebih
akurat. Namun, perlu adanya kajian lebih lanjut untuk memahami sejauh mana faktor-faktor lain dapat memengaruhi prediksi
harga dan untuk mengembangkan model yang lebih kompleks dan akurat dalam meramalkan harga penjualan makanan ringan.
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